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Abstract

Although deep learning has significantly improved Face
Recognition (FR), dramatic performance deterioration may
occur when processing Low Resolution (LR) faces. To al-
leviate this, approaches based on unified feature space are
proposed with the sacrifice under High Resolution (HR) cir-
cumstances. To deal with the huge domain gap between HR
and LR domains and achieve the best on both domains, we
first took a closer look at the impacts of several resolution
augmentations and then analyzed the difficulty of LR sam-
ples from the perspective of the model gradient produced by
different resolution samples. Besides, we also find that the
introduction of some resolutions could help the learning of
lower resolutions. Based on these, we divide the LR samples
into three difficulties according to the resolution, and propose
a more effective Multi-Resolution Augmentation. Then, due
to the rapidly increasing domain gap as the resolution de-
creases, we carefully design a novel and effective metric loss
based on a LogExp distance function that provides decent
gradients to prevent oscillation near the convergence point
or tolerance to small distance errors; it could also dynam-
ically adjust the penalty for errors in different dimensions,
allowing for more optimization of dimensions with large er-
rors. Combining these two insights, our model could learn
more general knowledge in a wide resolution range of im-
ages and balanced results can be achieved by our extremely
simple framework. Moreover, the augmentations and metrics
are the cornerstones of LRFR, so our method could be con-
sidered a new baseline for the LRFR task. Experiments on
the LRFR datasets: SCface, XQLFW and large-scale LRFR
dataset: TinyFace demonstrate the effectiveness of our meth-
ods, while the degradation on HRFR datasets is significantly
reduced.

1 Introduction
The high accuracy of High Resolution Face Recogni-
tion (HRFR) tasks mainly attributed to large-scale face
data (Yi et al. 2014; Cao et al. 2018) collected in un-
controlled scenarios and various softmax-based loss func-
tions (Liu et al. 2016, 2017; Wang et al. 2018; Deng et al.
2019). However, due to the huge domain gap between
LR and HR faces and very limited LR faces data in the
wild, the performance of the Low Resolution Face Recogni-
tion (LRFR) tasks is still poor. Furthermore, LRFR tasks are
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Figure 1: The negative and positive cosine similarity distri-
bution of LFW (Huang et al. 2007) and XQLFW (Knoche,
Hörmann, and Rigoll 2021) datasets, which represent the
HR and LR cases correspondingly. In comparison to ours,
we used the HR model as a baseline. For the LR case, our
model can extract identity information from the faces, thus
reducing the overlap of cosine similarity of positive and neg-
ative pairs. At the same time, the HR case has only been
slightly harmed.

again widely seen in real scenarios, e.g. LR faces captured
from surveillance cameras at long distances, which also push
the problem to be improved (Fang et al. 2020).

As shown in Figure 1, if the HR model is directly ap-
plied to recognize LR faces, a large portion of the positive
pairs will have close to orthogonal cosine similarity, while a
small portion of the negative pairs will have very comparable
features. This indicates that the information loss caused by
the resolution and massive domain gap between LR and HR
mislead the model to fail to extract the correct identity from
the faces in the LR domain. Therefore, it becomes crucial
to fuse the two widely disparate domains so that the model
can be resolution-independent, and inadequate and inappro-
priate fusion can lead to undesirable side effects of reduced
HR performance (Hong and Ryu 2019; Shi et al. 2020).

In general, data augmentation is the most common tool
to resolve data insufficiency, and Multi-Resolution aug-
mentations are commonly used in LRFR. However, previ-
ous work tend to simply select some resolutions for aug-
mentation in equal proportions (ST-M (Knoche, Hörmann,
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and Rigoll 2021):7px,14px,28px,56px, Bridge KD (Ge
et al. 2020b):16px,32px,64px,96px, etc). They lack detailed
study and analysis, and thus the settings may not be opti-
mal. Therefore, we conduct some experiments to verify the
importance of different resolutions. We first tested models
with different resolution augmentation on synthetic LFW at
different resolutions to analyze the effect of different res-
olution augmentation. More specifically, we found that the
HR model could be robust to relatively high resolution in-
puts (from 28 px to 112 px) and that even a 28 px aug-
mentation did not result in a significant performance gain.
We also found that low-resolution augmentations can bring
performance gains (from 7 px to 14 px), however, due to
the large gaps between domains, introducing them directly
is often not optimal. At the same time, augmentation using
multiple different resolutions gives better results than us-
ing only one resolution. Further, to maximum the potential
of Multi-Resolution Augmentation (MAug), we use model
back propagation gradient to analyze the learning difficulty
of different resolution samples and then we give the rela-
tionship between the difficulty of the synthesized samples
and the resolutions. In light of these, we classify the syn-
thetic low-resolution faces into extremely hard, hard and
semi-hard samples based on their resolution and propose a
new multi-resolution augmentation. Significant performance
improvements could be obtained.

Furthermore, from the model gradient we also found that
there is learning migration between resolutions, i.e. the in-
troduction of some resolutions in training could reduce the
learning difficulty of samples with lower resolutions. There-
fore, with proper Multi-Resolution Augmentation, a decent
metric loss could leverage the gradient information to guide
the model to gradually learn lower resolutions samples dur-
ing training. We first analyzed the L1 and L2 losses from the
gradient perspective. It may be found that due to the constant
gradient value, L1 loss leads to the oscillation problem as the
two embeddings are unable to converge further when they
are relatively close. On the other hand, L2 loss fails to pro-
vide enough gradient when the distance is relatively close,
which could lead to tolerance of tiny distance and insuffi-
cient convergence. These convergence difficulties can lead
to inadequacies in fusing the two domains. So, we proposed
a new metric loss LLogExp, which could avoid neglecting
the tiny distance and mitigate the oscillation problem, re-
sulting in a more effective feature extractor.

In summary, the main contributions of this paper are as
follows:

• We dive into the resolution augmentations to verify the
importance of different resolutions and find the learning
migration between resolutions.

• We introduce the concept of hard samples into resolution
augmentation and propose a new multi-resolution aug-
mentation method that only augments at low resolutions.

• We review the popular distance function from the per-
spective of gradient. Then, we propose a novel distance
loss to better fuse the widely separated HR and LR do-
mains, which is simple to implement and can be inte-
grated with a variety of other approaches.

• Our proposed method can be considered a new baseline
for the LRFR task, and it can be conveniently integrated
into other methods. Meanwhile, we also conduct a large
number of experiments and the state-of-the-art results in
LRFR are achieved while the HRFR performance degra-
dations are reduced.

2 Related Work
2.1 Common Face Recognition
Softmax-based loss (Deng et al. 2019; Wang et al. 2018; Liu
et al. 2017, 2016), as well as metric learning loss (Schroff,
Kalenichenko, and Philbin 2015; Sun 2015), have substan-
tially improved general face recognition(or HR face recog-
nition) (Wang and Deng 2018). Meanwhile, large-scale face
datasets such as MillionCelebs (Zhang et al. 2020) and Web-
face42M (Zhu et al. 2021) serve as the foundations for face
recognition to improve. However, since the detailed infor-
mation in LR faces is less than in HR faces, resulting in a
massive domain gap between HR and LR, the HR model’s
performance under LR circumstances would suffer signifi-
cantly.

2.2 Low Resolution Face Recognition
SR-based Method. The Super Resolution(SR)-based ap-
proach expects to fill the lost information to generate syn-
thetic HR images (Zangeneh, Rahmati, and Mohsenzadeh
2020; Chen et al. 2018; Ataer-Cansizoglu et al. 2019;
Mudunuri, Sanyal, and Biswas 2018). To restrict the fea-
tures of the synthetic images and HR images, Zhang et al.
proposed Super-Identity loss. Fang et al. (Fang et al. 2020)
suggested using MR-GAN to generate realistic LR images
for training, avoiding the issue of unrealistic downsampling
to some extent.

Feature-based Method. However, the quality of the syn-
thesized HR images is difficult to be proven valid and may
even carry the bias of the SR model, while the SR method
increases the computational effort. Thus, on the other hand,
feature-based works try to learn projection into a unified
domain and minimize the distances between LR and HR
embeddings. Lu, Jiang, and Kot proposed a deep coupled
ResNet (DCR) model that employs branch networks to
transform the image embeddings for each domain to learn
robust features. Ge and Massoli et al. (Ge et al. 2020a,b,
2018; Zhao et al. 2019; Massoli, Amato, and Falchi 2020)
expect to achieve better LR performance by using knowl-
edge distillation to migrate helpful knowledge for LR from
the HR model to the student network. Li, Tu, and Xu pro-
posed using Rival Penalized Competitive Learning to drive
the most similar class center away to learn more discrimina-
tive features, and high performance was attained with such
a simple concept. Singh et al. recently proposed replacing
the softmax loss with Derived-Margin Softmax Loss, which
may alter the margin dynamically during training.

Previous Augmentations. Although LR faces can
be obtained by GAN-based methods (Li, Tu, and Xu
2021) or Gaussian blurring methods (Shi et al. 2020),
interpolation-based methods are the most popular (bicu-
bic is most commonly-used method). They first down-

2



Backbone

Multi-Resolution

LR Faces

Feature 

Contrastive Loss 

C
la

ss
if
ic

a
ti
o

n

L
a
y
e
r Cross Entropy 

Loss 

Share Weights

Feed Forward

Parameters

Loss

Embeddings

Epoch a

C
la

ss
if
ic

a
ti
o

n

L
a
y
e
r

Cross Entropy 

Loss 
Backbone

HR Faces

Epoch b Epoch c

Epoch a Epoch b Epoch c

Figure 2: Overview of our proposed method. The current input HR faces and the multi-resolution LR faces are input into the
backbone to get the corresponding embeddings. The Feature Contrastive Loss is used to constrain the distance. CosFace is used
to ensure that embeddings are classified to the correct identity.

sampling the input to a certain resolution and then
up-sampling it to fit the input dimension. Previous
work uses a particular resolution (Zhao et al.:32px), or
multi-resolution such as DCR:40px,6px, ST-M (Knoche,
Hörmann, and Rigoll 2021):7px,14px,28px,56px, Bridge
KD (Ge et al. 2020b):16px,32px,64px,96px, etc. However,
Multi-Resolution Augmentation has not been carefully stud-
ied in the previous works. In this paper, we study in detail
the relationship among resolution, performance and model
gradient, and propose a novel and effective multi-resolution
augmentation based on bicubic interpolation.

2.3 Contrastive Learning and Siamese Network
Our research takes a deep dive into the resolution aug-
mentations and metric functions in LRFR and demonstrates
their enormous potential. Therefore, we did not introduce a
complex network structure, but resorted to the most naive
structure in the LRFR method based on the unified feature
space (Mudunuri, Sanyal, and Biswas 2018): the Siamese
network structure. At the same time, the structure adopted
in this paper is similar to contrastive learning. In self-
supervised learning, contrastive-based algorithms have also
achieved competitive results or even surpassed the perfor-
mance of supervised learning in several tasks (Oord, Li, and
Vinyals 2018; He et al. 2020; Chen et al. 2020). However,
we does not introduce negative samples, which is the main
difference from contrastive learning. In summary, we adopt
the most intuitive, plain structure to demonstrate the effec-
tiveness and superiority of our proposed technique.

3 Methodology
Guided by the Siamese network, our subsequent research
and exploration are based on this most concise structure. The
overview of our proposed method is illustrated in Figure 2.
In this paper, we propose 1. a new Multi-Resolution Aug-
mentation and 2. a new Feature Contrast Loss.

3.1 Multi-Resolution Augmentation
The resolution augmentations use interpolation
method (e.g.BICUBIC) to downsample and then up-

sample HR images to reduce the image resolution but
keep the input dimension. In this section, we mainly
focus on three experiments to answer two questions: 1. In
multi-resolution augmentation, which resolutions should be
augmented, and 2. Why they are effective.

First, we analyze the effect of resolution augmentations
when a feature contrast loss is used between the HR and the
synthesized LR faces. As shown in Figure 3a, we test mod-
els with various resolution augmentations on synthetic LFW
at different resolutions and give the SSIM Index (Wang et al.
2004) of different resolution images. Secondly, we compute
the gradient sums for different models in Figure 3a for dif-
ferent inputs, as shown in Figure 3b. We also provide the
t-SNE (Van der Maaten and Hinton 2008) results of the HR
model for the features of the same faces at 7 representative
different resolutions, as shown in Figure 3c. Accordingly,
we classify the difficulty of different resolution samples and
propose a new Multi-Resolution Augmentation.

As the 112 px could be the most common input size in
FR. 7 px and 14 px, as the 16x and 8x scaling of 112 px,
is widely considered in Multi-Resolution Augmentations
(Knoche, Hörmann, and Rigoll 2021). However, as for the
28 px, which was also selected as one of the augmentation
resolutions by previous work, we argue that its improvement
in performance is marginal. It could be found from Figure 3a
that the HR model is robust to relatively high resolution im-
ages (from 28 px to 112 px) and its performance only starts
to drop dramatically when the resolution is lower than 28 px.
In addition, the use of 28 px resolution augmentation, as
shown in Figure 3a, does not greatly help the model to im-
prove its performance. The same conclusion can be drawn
from Figure 3c, where the features are significantly shifted
starting from 20 px and up to 14 px and 7 px. These indicate
that relatively high resolution images are not completely un-
familiar to the HR model, which we believe mainly thank to
the presence of some LR images in the original large-scale
training data.Therefore, the relatively high resolution aug-
mentations (bigger than 28 px) commonly used in previous
methods do not need to be introduced.

However, for the introduction of augmentations with a
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Figure 3: (a):Synthesized LFW accuracy for different image resolutions with our LLogExp. Single-x denotes that only x px
and HR faces are utilized to train the model. Multi indicates that multiple resolution images are used during training where we
employed the 7 px,14 px,20 px and HR faces, while the training set size remains the same as Single-x. The general HR model
is used as baseline. The SSIM Index for different resolutions are also shown. (b):The gradient norm sum of the parameters of
the model in (a) after back-propagation for different resolution inputs. (c):The t-SNE result of the HR model (Baseline in (a))
for the features of the same faces at different resolutions, the bigger point represents the center of each resolution.

resolution of 7 px or 14 px alone, although performance
gains at low resolutions are obtained as shown in Figure 3a,
performance deterioration occurs at high resolutions com-
pared to the HR model. Similarly, the feature points in Fig-
ure 3c with resolution above 28 px could always find their
corresponding HR faces, while when the resolution is less
than 20 px, this correspondence of the same image is not
obvious. And even the 14 px and 7 px features form their
own clusters. These indicates that the loss of information in-
creases rapidly as the resolution decreases; meanwhile, the
domain gap between low resolutions may be greater than
those between low and high resolutions, so the direct intro-
duction of low resolution will make the HR performance un-
dergo a serious degradation.

One option for improving the performance of resolution
augmentation is to use multiple resolutions simultaneously,
and we here give a possible explanation of why multi-
resolution augmentation is more effective.When inputting
different samples, the model will derive different gradients
to optimize the loss, and the norm of the gradient can de-
termine the magnitude of the amount of change the samples
make to the model parameters. The norm of the gradient is
also often used in hard mining (Li, Liu, and Wang 2019). As
shown in Figure 3b, the gradient of the models shows a trend
of increasing and then decreasing with decreasing resolu-
tion. Also, we found some migration between resolutions:
the introduction of some resolutions shifted the peak of the
gradients to a smaller resolution. This indicates that the in-
troduction of some resolutions will make it less difficult to
learn at lower resolutions (7px-14px is much easier for the
Single-14 model than Baseline, as in Figure 3a&3b). That’s
why Multi-Resolution could obtain a better result. Different
but proper resolution could be the bridge to fuse the HR and
LR domains well.

On the other hand, due to the huge domain gap between
14 px and 112 px, directly introducing 7 px and 14 px as
Multi-Resolution Aug would cause the model to suffer too
much on HR (as shown in Table 6); at the same time, due to

the aforementioned migration between resolutions, choos-
ing a resolution between 14 px and 112 px for augmen-
tation could better help the model’s learning. It is obvious
from Figure 3b that 20 px is the point where the feature cen-
ter starts to shift significantly. So based on the above three
points, we also introduce 20 px into our multi-resolution
augmentation as well.

Finally, as for the learning difficulty of different resolu-
tions, one could figure out from Figure 3a&3b that that the
model gradient and performance are negatively correlated in
the 14px-112px region. However, when the resolution is less
than 14 px, the gradient of the model is small and the perfor-
mance is also low in Figure 3a, indicating that this part of the
samples are extremely hard samples which cannot produce
enough gradients, making optimization challenging. There-
fore based on our experiments and findings above, we ar-
gue that samples below 12 px should be considered as ex-
tremely hard samples (A in Figure 3a), and combined with
Figure 3c, one can consider 20 px to 32 px as semi-hard
samples (C in Figure 3a), and 12 px to 20 px as hard sam-
ples (B in Figure 3a). Thus, we propose to combine three
different difficulties in training, using three representative
resolutions of 7 px, 14 px, and 20 px for augmentation.

3.2 Feature Contrast Loss
Due to the huge domain gap between LR and HR domains,
the feature contrast loss need to be carefully designed. How-
ever, we find that the commonly-used L1 and L2 losses ex-
hibit similar performance under our framework (As shown
in Table 4), which indicates that neither is optimal. We thus
propose a novel Feature Constraint Loss LLogExp which in-
corporates the advantages of both based on the analysis of
their merits.

Analysis of Existed Distance Functions. First, for x and
y are the two vectors we want to pull together, L1 loss:

L1(x, y) =
1

D

D∑
i=1

|xi − yi|,
∂L1

∂xi
=

1

D
· (±1), (1)
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Figure 4: Left:The First-order derivative values of the four
distance functions. Right:The effect of different C on the
first-order derivatives of the LLogExp functions in Equa-
tion 6. Our LLogExp, could not only provide different gradi-
ents according to the error on the current dimension (Left),
but also adjust the gradient magnitude according to the ratio
of errors between dimensions (Right).

gives the same penalty to all distance errors in all dimen-
sions (|∂L1

∂xi
| = 1

D ). The errors in different dimensions tend
to be different. Therefore, when we have optimized the di-
mensions with relatively small errors by L1, the dimensions
with large errors need further optimization, which leads to
the oscillation problem near the convergence point. On the
other hand, although L2 loss:

L2(x, y) =
1

2D

D∑
i=1

(xi − yi)
2,

∂L2

∂xi
=

1

D
· (xi − yi),

(2)
treats different dimensions based on their own distance er-
rors, tolerance of small distance errors may occur because
of the small gradient of L2 (|∂L2

∂xi
| = 1

D · |xi − yi|) when
the two embeddings are relatively close, which is also dis-
appointed. The SmoothL1 function, as a combination of L1

and L2 would also encounter the same problem as L2.

Our LogExp Distance Function. Therefore, based on the
analysis above, a distance function that not only provides
different gradients considering the errors in different dimen-
sions (Advantage of L2), but also provides gradients with
sufficient magnitude when the two embeddings are close to
one another (Advantage of L1), would be the proper one.
Additionally, due to the direct constraint between embed-
dings, we also expect its gradient to be smooth. Here we give
a novel Feature Constraint Loss LLogExp with the formula
and gradient:

LLogExp =
1

D
log(1 +

D∑
i=1

(e|xi−yi| − 1)), (3)

∂LLogExp

∂xi
=

1

D
· (±1) · e|xi−yi|

1 +
∑D

i=1(e
|xi−yi| − 1)

. (4)

The first-order gradient of LLogExp is shown in Figure 4.
Also, just like both L1 and L2 could be generalized as: Lp =
1

p·D
∑D

i=1(|xi − yi|)p, Lp Loss is L1 loss when p = 1 and
is L2 loss when p = 2, we could also reference this idea to

give LLogExp in general form as:

LLogExp =
1

p ·D
log(1 +

D∑
i=1

(e(|xi−yi|)p − 1)). (5)

More Advantage of LLogExp. The above gradient for-
mula Equation 4, could be rewritten by considering the terms
unrelated to the current dimension as a remainder term C,
and thus can be rewritten as :

∂LLogExp

∂xi
=

1

D
· (±1) · e|xi−yi|

C + e|xi−yi|
. (6)

As shown in Equation 4 and Figure 4, our novel distance
function LLogExp gives an intermidiate gradient between
the L1 and L2.Similarly, the remainder term C in Equa-
tion 6 represents the sum of distance in the other dimen-
sions, and the effect of C is shown in Figure 4. When C is
large, the gradient value of the current dimension becomes
smaller, while when C is small, the gradient value of the cur-
rent dimension becomes larger. This can be considered that
the LLogExp function could dynamically adjust the gradient
magnitude according to the ratio of errors between dimen-
sions.Thus, it is possible to focus on the dimensions with
larger errors during the training process to improve this part
first.

3.3 Total Loss
Cross-entropy loss with class label can push negative pairs
apart, thus we only employ contrast loss to pull positive pairs
together.Therefore, we could simply use the contrast loss to
constrain the distance between the corresponding HR and
LR faces and make them classify to the right class with the
help of Softmax-based loss, e.g. CosFace (Wang et al. 2018),
to learn discriminative knowledge.

So, our proposed training process and formulation are as
follows: IHR represents the current input HR face from a
large-scale dataset, e.g. WebFace (Yi et al. 2014). First, a
resolution is randomly selected from the multi-resolution list
and then IHR is augmented with BICUBIC to obtain the
corresponding ILR. Thereafter, a convolutional neural net-
work (CNN) backbone (He et al. 2016) is used to obtain the
embeddings f of IHR and ILR, fHR = FCNN (IHR) and
fLR = FCNN (ILR). Then CosFace (Wang et al. 2018) is
used as the classification loss Lcls and combines the pro-
posed contrastive loss LLogExp to constrain the two embed-
dings after normalization. The final total loss obtained is

Ldist = LLogExp(
fHR

||fHR||2
,

fLR

||fLR||2
),

Lall = λ · Ldist +
1

2
Lcls(fHR) +

1

2
Lcls(fLR).

(7)

4 Experiments
4.1 Dataset and Training Settings
Dataset. We chose the large-scale face datasets CASIA-
WebFace (Yi et al. 2014) and the cleaned version (Deng et al.
2019) of MS1M (Guo et al. 2016) as training dataset. For
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Methods d1 d2 d3 Avg
DCR (2018) 73.3 93.5 98.0 88.27
TCN (2019) 74.6 94.9 98.6 89.37
DATL (2019) 76.2 96.9 98.1 90.40
DAQL (2019) 77.3 96.6 98.1 90.66
RAN (2020) 81.3 97.8 98.8 92.63
DDL(Res50) (2020) 86.8 98.3 98.3 94.47
NPT-Loss(Res50) (2022) 85.7 99.1 99.1 94.63
RPCL-DCR (2022) 90.4 98.0 98.0 95.47
Ours(w/o FT) 73.0 96.0 98.8 89.27
Ours(Res34) 91.8 99.0 99.3 96.67
Ours(Res50) 92.5 99.3 99.5 97.08

Table 1: Rank-1 face identification accuracy (%) on the
SCface (Grgic, Delac, and Grgic 2011); ’w/o FT’ denotes
straight testing with the trained model without fine-tuning.

the test set, SCface (Grgic, Delac, and Grgic 2011) is used
as the common cross-resolution recognition dataset, which
contains 130 ids and 4,160 face images. XQLFW (Knoche,
Hörmann, and Rigoll 2021) is a recently proposed challeng-
ing cross-resolution dataset that solves the problem of non-
uniformity of the synthetic LFW datasets used in previous
work (Li, Tu, and Xu 2021). TinyFace (Cheng, Zhu, and
Gong 2018) is also used to test the performance on large-
scale low resolution faces, which contains 169,403 LR faces.
We also used LFW (Huang et al. 2007) to measure the per-
formance degradation under HR scenarios.

Implementation Details. In the training process, the res-
olution and ratio of 7 px: 14 px: 20 px = 1:1:2 are used
for multi-resolution augmentation.Our resolution augmenta-
tion is based on BICUBIC. Random Horizontal Flip is used
for data augmentation. All training data were aligned and
cropped to 112×112 utilize MTCNN (Zhang et al. 2016).
SGD momentum was used as the optimizer for training and
the momentum was set to 0.9, and weight decay was 5e-4.
When CASIA-WebFace (Yi et al. 2014) was used as train-
ing set, ResNet34 (He et al. 2016) was used as the backbone
network with initial learning rate was set to 0.1, a total of
28 epochs were trained and the learning rate was divided by
10 at 16 and 24 epochs. When MS1M was used as the train-
ing set, ResNet50 (He et al. 2016) was used as the back-
bone, the initial learning rate was set to 0.01, a total of 16
epochs are trained and the learning rate is divided by 10 at
8 and 12 epochs. The λ is set to 1. The s in CosFace loss is
set to 48 and m is set to 0.4. We perform our experiments
on two GTX1080TIs, the implementation is based on Py-
Torch (Paszke et al. 2019) and the batch size is set to 256.1

4.2 Compare With Other Methods
Results On SCface. Following (Lu, Jiang, and Kot 2018;
Li et al. 2019; Yang et al. 2017) 80 of the 130 ids were used
for testing, and the remaining 50 ids that did not intersect
were utilized to fine-tune the entire network. The results of
our method and the comparison with the previous method

1The code is released at: https://github.com/hurricanelx/LRFR

Methods R-1 R-5 R-10 R-20
DCR (2018) 0.29 - 0.40 0.44
PeiLi’s (2018) 0.31 - 0.43 0.46
Cheng’s (2018) 0.36 - 0.46 0.50
CosFace(Res34) 0.29 - 0.39 0.42
RPCL(Res34) (2022) 0.32 - 0.41 0.44
CosFace(Res100) 0.47 0.52 - -
URL(Res100) (2020) 0.63 0.68 - -
Ours(Res34) 0.39 0.46 0.50 0.54
Ours(Res50) 0.59 0.64 0.68 0.73

Table 2: Face identification Rank-1, Rank-5, Rank-10 and
Rank-20 accuracy on TinyFace. R-1 represent for Rank-1.

Models LFW XQLFW Avg
CosFace(Res34) (2018) 99.42 68.95(-30.47) 84.19
ArcFace(Res50) (2019) 99.50 74.22(-25.28) 86.86
MagFace(Res50) (2021) 99.63 76.95(-22.68) 88.29
QMagFace-50 (2021) 99.73 80.63(-19.1) 90.18
BT-M(Res50) (2021) 99.30 83.6(-15.70) 91.45
ST-M2(Res50) (2021) 95.87 90.82(-5.05) 93.35
Face Transformer (2021) 99.70 87.9(-11.80) 93.80
ST-M1(Res50) (2021) 97.30 90.97(-6.33) 94.14
Ours(Res34) 99.03 92.18(-6.85) 95.61
Ours(Res50) 99.40 94.33(-5.07) 96.87

Table 3: Face verification accuracy (%) for several previous
approaches on LFW and XQLFW. Most compared results
are directly cited from (Knoche, Hörmann, and Rigoll 2021).

are shown in Table 1. From this, it could figure out that, af-
ter fine-tuning, our method is superior to all prior methods,
and reaches the state-of-the-art results. It’s also worth not-
ing that, our Res34-based model outperforms DDL (Huang
et al. 2020) and NPT-Loss (Khalid et al. 2022) despite hav-
ing ResNet50 as their backbone. Furthermore, the perfor-
mance of our method without fine-tuning is slightly outper-
formed the DCR (Lu, Jiang, and Kot 2018) technique, i.e.,
our model could do even better than DCR (Lu, Jiang, and
Kot 2018) despite not having seen the SCface data. As for
the generative based method (Fang et al. 2020), our method
could also demonstrate better performance.

Results On TinyFace. TinyFace (Cheng, Zhu, and Gong
2018) is a large-scale low resolution face dataset of 169,403
LR faces that were captured under surveillance conditions.
Following the same setting with previous work for a fair
comparison, we use the training set of TinyFace to fine-tune
our trained model before 1:N identification tests. The test re-
sults are shown in Table 2. Our method provides outstanding
results, RPCL enhances CosFace’s result by 3%, while our
method improves it by 10%. It’s also worth noting that de-
spite having much more complex loss functions and twice as
many parameters, the URL’s (Shi et al. 2020) result is only
4% better than our ResNet50-based method.

Results On XQLFW. The results are presented in Table 3.
From the results, for previous LRFR methods, e.g. ST-M1,
ST-M2 (Knoche, Hörmann, and Rigoll 2021), although it
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Figure 5: ROC curve of the previous model and our meth-
ods on LFW (Huang et al. 2007) and XQLFW (Knoche,
Hörmann, and Rigoll 2021).

improves the performance on the XQLFW dataset signifi-
cantly compared to HR methods (ArcFace) (from 75% to
91%), it also faces the degradation on LFW (from 99.5%
to 96%-97.3%). However, as demonstrated in Table 3,
our Res50-based method improves accuracy by 20.11% on
XQLFW compared to ArcFace baseline and just decays
0.10% on LFW. In contrast, compared to the prior tech-
nique ST-M1 (Knoche, Hörmann, and Rigoll 2021), which
reached the optimum on XQLFW, our method improves
2.31% on XQLFW and 3.36% on LFW simultaneously.
That is, our approach could improve the performance of the
LRFR task while leaving the LFW performance mostly un-
affected, which is both difficult and essential.

Figure 5 illustrates the ROC curve of the previous model
and our methods on LFW and XQLFW. Similar conclu-
sions could be drawn from Figure 5 as from Table 3. Mean-
while, our method could achieve a much higher True Posi-
tive Rate at low False Positive Rates compared to the pre-
vious method, e.g.ST-M (Knoche, Hörmann, and Rigoll
2021), which is a very significant improvement and also
very meaningful. It also might be seen that the results of
the ResNet50-based method could obtain a higher perfor-
mance than the ResNet34-based method (0.37% on LFW
and 2.15% on XQLFW). Our approach demonstrates con-
sistency for the enhancement of backbone and dataset size,
which is very meaningful and practical.

4.3 Ablation Study
The findings of our ablation study on SCface, XQLFW, and
LFW may be found in Table 4. The performance improve-
ment of our proposed MAug and LLogExp is consistent and
the improvement of each module is very significant

The effectiveness of LLogExp. It could be observed that
the introduction of a distance function (L1, L2) to constrain
the distance between a pair of face embeddings would help
the model to improve its performance on LRFR (about 2%
on XQLFW). However, some further performance deteriora-
tion on LFW is also observed. Moreover, after replacing L1

and L2 with LLogExp, our approach could improve perfor-
mance on LRFR datasets while reducing performance decay
on HRFR. For the case of p = 1, the increase is 2.55% on

Methods SCface w/o FT XQLFW LFW
d1 d2 d3 Avg

Baseline 40.3 92.8 98.5 77.2 68.95 99.42
Aug 71.5 92.8 96.3 86.8 84.33 98.65
MAug 67.0 95.3 98.0 86.8 90.89 98.98
PAug+Ours(1) 60.3 95.3 98.8 84.8 90.35 99.02
Aug+L1 67.3 94.5 94.8 85.5 85.23 98.57
Aug+Ours(1) 70.0 94.8 96.5 87.1 87.78 98.60
MAug+Ours(1) 73.0 96.0 98.8 89.3 92.18 99.03
Aug+L2 71.8 90.0 92.8 84.8 84.87 98.50
Aug+Ours(2) 72.5 92.3 94.3 86.3 86.88 98.63
MAug+Ours(2) 74.0 95.5 97.8 89.1 91.98 99.08

Table 4: Ablation Study based on ResNet34 and CASIA-
WebFace. Baseline is the HR model with CosFace. Aug in-
dicates that we only introduced 14 px BICUBIC-based LR
faces during training. MAug indicates that Multi-resolution
augmentation is used in training. PAug indicates that the
augmentation used in ST-M (7px,14px,28px,56px) is used
for comparison. L1 and L2 represent that we introduced L1

and L2 losses to constrain the embedding of a pair of LR
and HR faces, respectively. Ours(x) indicates that we use
LLogExp with p = x as a replacement for L1 or L2.

Figure 6: Distribution of the mean values of the errors in
different dimensions of the HR and LR features. All four
models are based on our MAug method.

XQLFW, while for the case of p = 2, it is 2% (Line 5,6; 8,9).
With the introduction of Multi-Resolution augmentation,
LLogExp can also bring performance gains (Line 3,7,10)
(3% on SCface and 1% on XQLFW, while almost unaffected
on LFW). This indicates that introducing direct constraints
on features could help the model learn uniform knowledge
between LR and HR, but inappropriate constraints may lead
to performance degradation on HR, however, our novel dis-
tance function could overcome this dilemma.

We also selected a set of HR faces, generated the corre-
sponding LR faces, and calculated the distribution of the
mean values of the different dimensional errors after ex-
tracting features based on four different models. All four
models are based on our MAug method while using L1, L2,
LLogExp (p = 1) and LLogExp (p = 2), respectively. As
shown in Figure 6, the error of our LLogExp is much smaller
and can be considered significantly better than the results of
L1 and L2 losses.

The effectiveness of MAug. Our new Multi-Resolution
augmentation strategy could also bring performance im-
provements. With and without introducing constraint func-
tions, ours MAug show performance improvements over Aug
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Figure 7: Feature PCA results for models with different
contrast loss for the same set of faces at different reso-
lutions (HR,42px,28px,20px,14px,7px,). Left: L1, Right:
Ours LLogExp. These two models both utilized our MAug
method. The bigger point represents the center.

λ 0.1 1 3 5 7 10
XQLFW 91.97 92.18 92.25 92.45 92.31 92.17
LFW 98.86 99.03 98.91 98.89 98.91 98.78

Table 5: The Impact of λ on LFW and XQLFW.

in both LRFR as well as HRFR (Line 2,3; 6,7; 9,10). Sig-
nificant performance improvements can also be found when
comparing with the augmentation (PAug) in ST-M (Knoche,
Hörmann, and Rigoll 2021) (Line 4,7) (1.5% on XQLFW
and 4.4% on SCface). These indicates that Multi-Resolution
augmentation could help the model learn more general
knowledge in both LR and HR, helping it to handle the dif-
ferences between resolution domains and then project a wide
range of resolution images to a unified feature space. This
is consistent with our findings in Section 3.1 and therefore
supports our conclusion.

Visualization Analysis. To show the effectiveness and su-
periority of our LLogExp more intuitively, we performed a
visualization analysis, and the results are shown in Figure 7.
We selected a set of HR faces and generated corresponding
LR faces with 5 different resolutions, after which we ob-
served the distribution of features by PCA (Pearson 1901).
Our proposed LLogExp can indeed optimize the model bet-
ter and fuse the HR and LR domains better, resulting in a
better representation.

The impact of λ. We also performed more detailed ab-
lation study on λ. As shown in Table 5, the impact of λ
on performance is not significant. Larger λ means stricter
constraints, which will bring performance improvement on
XQLFW but performance degradation on LFW. However,
excessively strict constraints will harm both. The optimal
choice on LR is λ = 5, however in the main text we choose
λ = 1 to minimize HR performance degradation, which
could also achieve considerable LR performance.

Analysis on MAug Ratio. We also investigate the ratio
of different resolutions in multi resolution augmentation as
shown in Table 6. The results in Lines 3-5 illustrate that the
different resolutions we introduced (7px;14px;20px) are all

Ratio SCface w/o FT XQLFW LFW
d1 d2 d3 Avg

Baseline 40.3 92.8 98.5 77.2 68.95 99.42
MAug only 67.0 95.3 98.0 86.8 90.89 98.98

1:1:0 73.8 94.0 96.8 88.2 92.43 98.68
0:1:1 71.5 95.8 98.3 88.5 83.52 99.05
1:0:1 65.3 94.8 97.8 86.0 90.53 99.02
1:1:1 72.5 96.5 98.3 89.1 91.45 98.88
1:2:1 72.8 95.0 98.0 88.6 91.68 98.82
2:1:1 72.8 96.8 97.3 88.9 92.05 98.75
1:1:2 73.0 96.0 98.8 89.3 92.18 99.03

Table 6: Ablation Study of the Multi-Resolution Aug-
mentation ratio (7px:14px:20px) based on ResNet34 and
LLogExp.

effective and indispensable. This also proves that the diffi-
culty division for resolutions proposed by us is reasonable.
The lack of extremely hard (7px) or hard (14px) samples
will result in unsatisfactory LR performance (SCface d1;
XQLFW), while the lack of semi-hard samples (20px) will
cause a fragmentation of the domain between LR and HR
and affect the performance under HR (SCface d3, LFW).
Only by combining resolutions of different difficulty, multi-
resolution augmentation can exert the maximum perfor-
mance.

Moreover, similar to the findings of FaceNet (Schroff,
Kalenichenko, and Philbin 2015), we experimentally prove
that among these three different resolutions, we need to pay
more attention to the semi-hard samples (Lines 7-9). The in-
troduction of semi-hard samples 20 px is to better build a
bridge between the LR and HR domains, so as to optimize
the hard samples more seamlessly. However, if pay unnec-
essarily too much attention to the hard and extremely hard
samples, it will lead to poor performance due to optimization
difficulties. Therefore, we finally adopt the ratio of 1:1:2 and
verify its performance.

5 Discussion and Conclusion
In this paper, we dive into the resolution augmentations and
the metrics in LRFR. We first analyze the impact of dif-
ferent resolution augmentations. Combining the analysis of
model gradients, we suggest dividing the low resolution into
three difficulties and propose a new Multi-Resolution Aug-
mentation. We also analyze the popular L1 and L2 distance
functions from a gradient viewpoint and propose a novel dis-
tance function LLogExp that combines the benefits of both.
By combining these two techniques, our model could learn
more general knowledge in both LR faces and HR faces and
boost the performance simultaneously.

Potential Social Impacts. Our experiments use the
MS1M dataset, which has been withdrawn by its creator.
However, our usage of MS1M is necessary for a pair com-
parison to previous works. Moreover, the subject of this pa-
per is Low Resolution Face Recognition, which may be used
in monitoring facilities to obtain face data or for surveillance
purposes, etc., without people’s knowledge.
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