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Abstract 

AI has long been regarded as a panacea for decision-making 
and many other aspects of knowledge work – something that 
will help humans get rid of their shortcomings.  We believe 
that AI can become a useful tool to support decision-makers, 
but not that it can replace decision-makers.  It is not just a 
matter of time and of the level of AI development.  Decision-
making makes use of algorithmic analysis, but it is not solely 
algorithmic analysis.  It also involves other factors, many of 
which are very human, such as creativity, intuition, emotions, 
feelings, and value judgments.  We have conducted semi-
structured open-ended research interviews with 17 
dermatologists to understand what they expect from an AI 
application to deliver to a medical diagnosis.  We have found 
three aggregate dimensions along which the thinking of 
dermatologists can be described: responsibility, 
explainability of AI, and the new way of thinking (mindset) 
needed for working with AI.  Furthermore, we have identified 
three distinct ways in which our participants chose to interact 
with AI.  We believe that our findings will help physicians, 
who consider using AI in their diagnosis, to understand how 
to make the best use of AI.  It will also be useful for AI 
vendors in improving their understanding of how medics 
want to use AI in diagnosis.  Further research will be needed 
to explore if our findings have relevance in the wider medical 
field and beyond. 

Introduction 

The rapid advances in AI developments over the past few 

decades have resulted in increasingly available AI 

applications to support human experts in their work, 

including decision-making.  In this paper we examine how 

dermatologists use or envisage using AI in their diagnostic 

work.  We chose medicine, as it is one of the most developed 

AI application areas, there is already substantial experience 

in using AI, and the high quality of this use is critical – i.e. 

lives are at stake.  We decided to choose one single area in 

medicine, in order to achieve high consistency.  

Dermatological diagnosis is particularly suitable area of 

study, as it makes use of image processing aspect of AI, 

which is particularly well developed.  Specifically, we focus 

on the process of diagnosing melanoma; this provides useful 

basis of comparability for the participants’ accounts.  In 

addition, the lead author has access to the participants, 

which provides the benefits of the “insider view”.  Some of 

our research participants already had hands-on experience 

in using AI in their diagnostic work, others only thought 

about it, based on publications and conversations with 

colleagues, which adds the richness of diverse participant 

perspectives to our data. 

As we see it, the tendency is not about replacing the 

human decision-makers with AI, it is about producing 

accurate algorithmic predictions, which are then 

supplemented with the (value) judgments by the human 

experts.  The algorithmic predictive capability of AI is an 

input into the decision-making process and the human 

expert’s final decision (judgment) remains critical.  Thus 

our starting point is what can be legitimately called a 

“decision support” (Sharda, Delen and Turban 2020) and 

what is referred to more recently as “decision augmentation” 

(May, Utts and Spottiswoode 1995, 2019; Leyer and 

Schneider 2021). 

The AI-generated predictions and the human judgments 

are both inputs and they can be strongly intertwined; but in 

the end, there will be a final (judgment) point and this is in 

the hands of the human.  This means that we are not covering 

AI-enabled automation processes, we acknowledge that 

these work in some areas but we are interested in areas, such 

as medical diagnosis, in which human mastery plays a 

crucial role.  Within this scope, we focus on the human side 

of the human-AI interaction.  We investigate the human 

factors, expectations, and impressions, and highlight how an 

AI solution, if designed right, would affect their work – 

more precisely, how this is seen by our research participants. 

We have designed an exploratory, qualitative empirical 

study, aimed at understanding how dermatologists think and 

feel about AI and about using AI, as well as how the use of 

AI altered or would alter their established diagnosis 

processes.  During the completed semi-structured 

interviews, we learned about the way the process of mole 

checkups changes with the use AI and how the algorithm 

might influence the doctors who diagnose melanoma.  

Further, we have asked these doctors what information they 

believe is necessary for introducing AI in their diagnosis 
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work.  In other words, what it takes to get these 

diagnosticians AI-ready. 

We found that the process of melanoma diagnosis 

consists of two components, a prediction and a judgment.  In 

a human-only scenario, i.e. when no AI is used, the 

predictions are created and the judgment are made by the 

doctor, therefore the two components of the process build 

on each other and the process is linear.  When AI is used, 

the two components are disentangled, contributed by 

separate entities, and thus they are arguably less intertwined.  

This, however, does not suggest a lower complexity, what 

constitutes the complexity changes as well – namely, the 

human-AI interaction becomes one of the sources of 

complexity. 

In order to depict how dermatologists think and feel about 

using AI in their diagnosis, in what follows, we first provide 

a brief overview of the background knowledge on using AI 

in medicine.  Then we outline our methodological 

considerations, explain our choices, and describe the scope 

of the study.  Next, we present our findings, organized 

around three themes: responsibility, explainability, and the 

mindset needed to work with AI.  Subsequently, we discuss 

the findings in the light of the extant literature, highlighting 

what is significant about our improved understanding, and 

also explore the implications of the findings. We finish with 

a final commentary rather than a conclusion to emphasize 

that this is the beginning of our inquiry rather the end of it. 

Background Knowledge 

In this section, we introduce the background literature that 

is directly relevant for this study.  We do not cover the 

general AI literature, only the specific development and 

applications.  Having said that, it is important to state what 

position we take on AI; for the purpose of this paper: 

“AI is loosely defined as machines that can accomplish 
tasks that humans would accomplish through 
thinking.” (Dörfler 2020) 

This definition does not say anything about AI 

accomplishing such tasks would do it in a way that 

resembles human thinking; we do not see anything in this 

definition that implies that AI would think in the human 

sense of the word.  Importantly, AI as a field is not simply a 

study of the machines, it is as much the study of the human 

mind (Dörfler 2022a; for a more detailed description see e.g. 

Dörfler 2022b).  Specifically in the area of decision-making, 

including medical diagnosis, we believe that Davenport’s 

(2018: 44) description of AI as “analytics on steroids” is 

particularly expressive and that therefore AI cannot be said 

to make decisions but it can make our (human) decisions 

better informed.  This is in line with what we have heard 

from our research participants. 

AI in the Medical Field 

There is a growing number of publications on AI in medical 

research over the last decade (Jiang et al. 2017; Yu, Beam 

and Kohane 2018; Ruiz, Wyszynska and Laudanski 2019; 

Guo et al. 2020; Rong et al. 2020).  One of the most 

promising AI developments in medicine is in the field of 

machine learning (ML) in artificial neural networks (ANN), 

with a focus on predicting clinical events, such as improving 

the accuracy of diagnosis, defining new preventions or 

treatments, clinical decision support, postprocessing, and 

quality control (Choi et al.; Patil, Szolovits and Schwartz 

1981, August; Rizzi 1994; Miller 2010; Bussone, Stumpf 

and O'Sullivan 2015; Semigran et al. 2015; Choy et al. 2018; 

Davenport and Glover 2018; Cai et al. 2019; Esteva et al. 

2019; Fagherazzi and Ravaud 2019; Treasure-Jones et al. 

2019; Richens, Lee and Johri 2020; Maassen et al. 2021).  

Among medical AI solutions, image processing was the 

main AI tool to advance disease detection in radiology 

primarily by using deep learning (DL), which can be 

understood as ML in so-called deep neural networks (DNN), 

meaning that there is more than one hidden layer in the ANN 

(Choi et al.; LeCun, Bengio and Hinton 2015; Wang, Lin 

and Wong 2020; Cabitza, Campagner and Sconfienza 

2021).  Expectations towards AI advances are extremely 

high, with the goal to improve medical healthcare as seen by 

physicians (Yu, Beam and Kohane 2018; Rong et al. 2020).  

Thus, AI is viewed as changing the long-held status quo in 

healthcare, including the physicians’ role, towards precision 

and personalized medicine (Fröhlich et al. 2018).  However, 

it is assumed that AI will not fully replace but augment the 

work of physicians establishing a new kind of human-AI 

interaction, in line with the idea of Augmented Intelligence 

(Lai, Kankanhalli and Ong; Park et al.; Claburn 2016; 

Tschandl et al. 2020).  

Much of AI applications in medicine heavily relies on big 

data analysis, image and speech processing available due to 

recording an astonishing amount of medical data in a 

structured way in medical databases (Kumar, Vimala and 

Britto 2019; Wang, Lin and Wong 2020).  Such medical big 

data analysis uses various ML techniques, including DL, 

shallow or convolutional neural networks (CNN), vector 

machines, or random forests (Chen et al. 2019; Esteva et al. 

2019; of the Madrid et al. 2019).  Among these techniques, 

DL shows great potentiality where large datasets are 

available, especially in the field of images, language, and 

speech processing (Esteva et al. 2019).  Where such large 

datasets are not as much available for studying medical 

conditions, other ML techniques may be superior (Chen et 

al. 2019).  Besides ML, the most commonly applied 

examples of AI in healthcare either support the process of 

the diagnosis by predicting the course of a disease 

(Montazeri et al. 2016; Hosny et al. 2018; Meiring et al. 

2018; Kather et al. 2019), clinical decisions (Xu et al. 2020), 



or workflows in hospital management (Rush, Celi and Stone 

2019; Baltruschat et al. 2021; Davenport and Bean 2022).  

There are also (predominantly hybrid) AI applications of 

marginal fields that produce important results in basic 

research, such as the recent successes of AlphaFold (Heaven 

2020). 

To conclude, the most critical precondition of the 

emerging AI developments in healthcare is the data 

availability needed to develop and train algorithms.  

Therefore, it is of paramount value to make anonymized and 

consolidated data available for research purposes by 

establishing freely accessible research databases such as 

MIMIC-III, the Medical Information Mart for Intensive 

Care (Johnson et al. 2016).  Among these applied solutions, 

vendors in radiology and other areas of imaging have started 

integrating AI into their solutions as a final (at least current) 

stage of the technological evolution of radiology 

(Willemink and Noël 2019), or in other cases, the recorded 

healthcare data have been increasingly used to validate the 

amount of data for medical predictions (Brajer et al. 2020; 

Manz et al. 2020).  Finally, we acknowledge the importance 

of the sociotechnical components necessary for successful 

AI implementations in clinical environments that Cabitza et 

al. (2020) calls “last mile gap” of AI bridging 

implementation and operation.  Finally, besides the social 

and technical conditions, the regulatory and the human 

factors might also hinder AI implementations in medical 

health care (He et al. 2019).  We do not suggest rushing 

towards more numerous medical implementations without 

necessary caution, we argue for careful advances primarily 

trusting experienced physicians to determine the pace of 

such advances. 

Using AI 

The first part of the literature review on AI in healthcare 

confirms that that the ongoing AI developments might bring 

one of the most significant potential benefits in the 

diagnostic process, even though the use of such AI tools is 

still relatively rare in real-life medical practice.  Indeed, no 

FDA-approved AI-based medical device has been 

introduced into dermatological practice yet. 

In this paper, we want to understand the human factors in 

the medical diagnosis involving human-AI interactions.  

More specifically, we explore how dermatologists think 

when AI is involved in the diagnostic process and how they 

make decisions (judgments) about melanoma by 

considering the AI-generated predictions (Montazeri et al. 

2016). 

Combining human and artificial intelligence, for instance, 

a dermatologist using CNNs specifically to distinguish 

melanoma (cancerous tissue) from non-malign skin tissue, 

achieved higher performance than either a dermatologist or 

AI on its own (Hekler et al. 2019).  Moreover, an increasing 

number of studies confirmed that integrating human 

expertise with feedback from an AI system, could lead to a 

synergy that outperforms both the human and the AI (Bulten 

et al. 2021). However, as the process of diagnosis is 

significantly altered, using AI requires developing new 

knowledge, especially for medical trainees, during image 

interpretation perception, analysis, and synthesis (van der 

Gijp et al. 2014).  The use of AI in melanoma diagnosis is 

not a unitary construct, Tschandl et al. (2020) suggest using 

different AI-based applications at different levels of mastery 

(Göndöcs and Dörfler 2022).  We note that the scope of this 

problem is possibly far more general than the medical field, 

as those who studied the levels of mastery emphasize the 

qualitative changes in the nature of knowledge with the 

increase of mastery (Chase and Simon 1973b, 1973a; Larkin 

et al. 1980; Dreyfus and Dreyfus 1984, 1986, 1987; Ericsson 

and Smith 1991; Gobet and Simon 1996a, 1996b, 2000; 

Dörfler, Baracskai and Velencei 2009).  Tschandl et al. 

(2020) also observe the significance of testing the 

performance of AI-based solutions under real-world 

conditions and by the intended users, rather than testing 

isolated AI application  by programmers. 

Applying Kasparov’s law in the field of radiology, 

Cabitza et al. (2021) call for using good interaction 

protocols, as those can contribute to improved decision-

making which may exceed the individual agents’ 

performance.  The same study (Cabitza, Campagner and 

Sconfienza 2021) shows that, in line with the second part of 

Kasparov’s law, teams of weaker radiological readers 

supporting their judgment (decision) by “fit-for-use” 

protocols could outperform teams of stronger readers, 

supported by similar but not “fit-for-use” protocols. 

Thinking along similar lines, Davenport and Glover 

(2018) emphasize the importance of choosing the right 

augmentation approach when medical knowledge workers 

interact with AI.  Their framework consists of five 

approaches that can be used in healthcare decision-making 

as well by medical experts during their interaction with AI: 

step up, step aside, step in, step narrow, and step forward.  

Narrowing our focusing to human-AI interaction in 

medicine, we identified three leading groups of studies, 

which do not form a taxonomy, but which signify what are 

the hot topics in the problem area.  The first group of studies 

explores what information users need in order to rely on AI-

generated predictions in the diagnostic process (Bussone, 

Stumpf and O'Sullivan; Poursabzi-Sangdeh et al.; Ribeiro, 

Singh and Guestrin; Luo et al. 2019).  Studies in the second 

group focus on the principles of designing AI applications 

that can be seamlessly implemented into medical practice 

(Yang, Steinfeld and Zimmerman).  Finally, we found one 

study that analyzes the onboarding process of medics who 

use an AI application for the first time and try to figure out 

what AI can do and how to work with it (Cai et al. 2019).  

This study underlines the need for defining appropriate 



mental models and the need for determining strategies when 

using AI in decision-making.  

Overall, there is a generic agreement in the literature that 

AI cannot and should not replace human decision-making 

but only augment it.  Nevertheless, the literature also 

emphasizes that using AI alters the decision-making process 

and therefore humans must learn how to think differently in 

and about decision-making to benefit from using AI. 

Methods 

The background literature reflects the rapidly increasing 

trend of medical AI studies, which discuss the impacts of 

using AI in medical diagnosis.  We have designed an 

exploratory, interpretivist, phenomenon-driven, qualitative 

empirical study, aimed at understanding the human side of 

the human-AI interaction.  We conducted semi-structured 

open-ended interviews with 17 dermatologists, inquiring 

about their expectations and experiences (if they had any) 

involving AI in the diagnostic process of melanoma.  Our 

methodological choices and the research design are outlined 

in this section. 

Philosophical and Theoretical Positioning 

We loosely position our study within the interpretivist 

philosophical approach, specifically within the 

phenomenological tradition (Husserl 1913a, 1913b; 

Heidegger 1927; Husserl 1936; Schütz 1967, 1970; 

Heidegger 1975; Finlay 2009), as we are interested in our 

participants’ lived experiences. 

This is an early-stage exploratory study, the purpose of 

which is to achieve an initial understanding of the 

phenomenon of using AI in medical diagnosis, therefore, we 

did not aim for a large number of interviews, rather for 

spending more time on each interview trying to unpack what 

is in there.  This means that we work with ‘thin data’, based 

on which we engage in theorizing (Furnari 2014; Bas, 

Sinclair and Dörfler 2022).  Furthermore, for the same 

reason, we wanted to keep our options open, thus we do not 

commit to a particular ‘theoretical lens’ – as a lens always 

limits what the researcher can see.  Instead, we engage in 

phenomenon-driven theorizing, letting the phenomenon 

take us wherever it goes (Ployhart and Bartunek 2019; 

Fisher, Mayer and Morris 2021; Langley 2021). 

Furthermore, the research design of this study qualifies as 

insider ethnography, as the first-named author works at the 

same clinic as our research participants.  This ‘insiderness’ 

brings the benefits of insight, but is also often criticized for 

researcher bias – we deal with this in the way of 

phenomenology, using bracketing (see later in this section). 

Selecting Participants 

17 dermatologists have been interviewed from various 

private and public healthcare institution, and 11 of them 

work at the same private clinic that specializes in 

dermatology as one of its core services.  The first-named 

author, the interviewer, works at the clinic as an operational 

director, so she was able get access to the research 

participants and conduct the interviews as an insider.  She 

asked directly these physicians about their thoughts, 

impressions, and feelings towards AI.  The interviewer 

made the access easy and the participants were likely honest 

in their responses. 

The interviewees were at different stages of their careers 

(see Appendix 1), and presumably therefore in their levels 

of mastery (Dörfler, Baracskai and Velencei 2009).  

Although the number of years in the profession does not 

automatically translate into mastery, it is often used as a 

proxy, and with highly specialized knowledge workers this 

proxy should be at least somewhat informative.  Of the 17 

participants 6 did not have any experience with AI, 11 had 

experience in research and laboratory, and none of them had 

clinical experience with AI.  So the group is homogenous in 

terms of work area, they are all deeply engaged in the 

studied diagnostic process, but they represent variations in 

terms mastery and AI experience.  This was the purposive 

sample we were aiming for. 

Collecting Data 

In total 17 dermetologists were interviewed in two rounds, 

nine in the first and eight in the second.  We set up an outline 

interview protocol for the first round of interviews, focusing 

on how the participants use or could use AI-generated 

predictions when diagnosing melanoma and how that would 

influence their decision-making process (judgment) about 

melanoma.  The second round of interviews commenced 

five months later, following the analysis of the interviews 

from the first round, therefore the interview protocol, albeit 

loosely, centered around the initial themes.  In this second 

round we probed what we learned from the first round, 

aiming for high consistency, and digging deeper trying to 

unpack further richness. 

The interviews were semi-structured, we formulated a 

small number of research themes to provide structure to the 

interviews.  The idea was that these themes can help the 

participants focus on the changes in the process of 

diagnosing melanoma before, during, and after introducing 

AI: 

• How could you work using AI in your diagnostic work?  
Up to what level would you trust and use the predictions 
as proposals provided by AI?  How do you regard AI?  
How do you relate to it? 

• What information you would need if you were 
considering whether to use AI in your diagnostic work?  



What information would help you make the best use of 
AI? 

• How do you think AI would affect other dermatologists’ 
work in working out the final diagnosis?  Would this be 
different by levels of mastery? 

• How would you, as a dermatologist, design medical AI 
for diagnosis support?  What are the critical parameters? 

• Have you ever thought of an AI solution that can learn the 
level of mastery and adapt to it?  So, it would provide 
different kinds of support at different levels of mastery. 

 

In both rounds, we were collecting new data until the 

saturation point was reached, i.e. until we did not learn 

anything new from additional interviews.  In this study, this 

meant 17 interviews in total.  Of course, one can never be 

sure that the next interviewee or the one after that or one 10 

interviews later would not say something new, but we felt 

that we have understood the phenomenon that we were 

interested in at this point (Pratt 2008, 2009; Saunders and 

Townsend 2016).  The interviews were all conducted in the 

local language, which is the native language of the 

interviewer as well as the interviewees.  The analysis were 

also conducted in this language, and only quotes that were 

included in the paper were translated. 

Analyzing Data 

To analyze the interviews, we used a variant of thematic 

analysis  (Saunders, Lewis and Thornhill 2019), which 

allowed us to formulate some pre-established ‘a priory’ 

codes based on the literature but also allowed for emergent 

‘ in vivo’ codes.  The coding was hierarchical, and we used 

Gioia’s approach to visualizing our code/data structure 

(Gioia, Corley and Hamilton 2012).  Analyzing the 

interviews with the 17 dermatologists led to 29 first-order 

concepts, which reflected the interviewees’ points on a wide 

range of issues.  Synthesizing these first-order concepts, we 

obtained 10 second-order themes that represent our 

(authors’) understanding.  Finally, the second-order themes 

have been aggregated into three aggregate dimensions at the 

highest level; we present the findings organized around 

these three aggregate dimensions. 

Bracketing 

Bracketing is the tool that phenomenology offers for dealing 

with the researchers’ judgments and pre-understandings.  

This is an essential aspect of phenomenological research, 

which focuses on the lived experience of the research 

participants, particularly when the researcher is an insider 

(Olekanma, Dörfler and Shafti 2022).  Importantly, in our 

interpretivist approach, the purpose of bracketing was to 

make use of pre-understandings and insider knowledge as a 

source of insights rather than affecting the research in 

unknown ways (Dörfler and Eden 2014; Stierand 2014; 

Stierand and Dörfler 2014; Dörfler and Stierand 2021). 

During the data collection, the interviewer practiced 

bracketing though personal reflexivity, meaning, that she 

focused on what the participants had to say, refraining from 

making her own interpretation or judgement.  During the 

analysis, we practiced bracketing through transpersonal 

reflexivity, meaning that the interviewer did all the coding, 

and the other researcher queried the interviewer’s 

interpretation, as if metaphorically holding a mirror to the 

interviewer (Dörfler and Stierand 2021).  Typical questions 

in this stage would be along the lines of “so how do you 

know what your interviewee meant by XYZ?” 

Analysis and Findings 

In the final step of the analysis, we synthesized the second-

order themes into three aggregate dimensions (see Appendix 

2).  There was one other dimension that could have been 

aggregated, however, as it seems to feed into each of the 

three dimensions, we label this one the “0th” dimension.  

Each of these dimensions is outlined below.  Using Pratt’s 

(2008) suggestion, we use a few “power quotes” in the main 

text and further “proof quotes” are available in Appendix 2. 

We have also learned a great deal about the participants’ 

attitude towards AI.  Two participants did not expect much 

benefit from using AI; they were not harshly against it, they 

expressed resigned ambivalence.  Three participants showed 

some interest but also voiced serious concerns, such as: 

“I’m ambivalent, there are possible benefits but serious 
risks too…” (Participant M) 

They pointed out the dangers of dermatologists not being 

prepared for using AI: 

“I think if we don’t learn to use AI properly, it may 
cause misdiagnosis….” (Participants L) 

Similarly, it could be dangerous for junior dermatologists in 

the process of learning to diagnose: 

“AI can be beneficial but at the same time also risky for 
young professionals if they trust AI-generated 
predictions more on the prediction of AI and less inthan 
their own judgment.” (Participants A) 

12 participants were very keen on using AI in their 

diagnostic work.  They emphasized data processing power 

and speed of AI concerns, like Participants B, saying: 

“I can see its clear benefit that compared to a human, 
AI can handle big volume of data, and if it could scan 
and analyze the whole body of a patient and point out 
that might have a risk for melanoma, that could be a 
great support and save time for us, physicians.” 



Time saving for physicians was a leightmotif, one 

suggestions was that AI could provide a kind of pre-

screening: 

“AI could point out those that differ from the rules and 
may bring any risk of melanoma.  With that, it could 
save time for the dermatologist and money for the 
patient.” (Participant D) 

AI’s capacity to identify patterns over time, was also flagged 

as a postential souce of performance improvement: 

“It would be a great benefit if AI could track the 
changes of a mole via the images recorded by time 
passing and warn in case of negative changes.  In that 
case, an AI can significantly augment the 
dermatologist's work and improve performance.” 
(Participant C) 

The number of respondents is far too low to warrant any 

statistical analysis, so we do not suggest that the ratios are 

representative of the population of dermatologists, it only 

signifies that our participants had diverse attitude towards 

AI.  In the following subsection, we show in what ways the 

research participants envisaged using AI, and in each of the 

next three we elaborate an aggregate dimension, showing 

how our participants thought of responsibility, 

explainability, and the about the need for a different mindset 

to benefit from using AI.  Interestingly, each of these 

demansions is widely discussed in the AI literature, but our 

participants made some unusual comments. 

What is the Role of AI? 

We have noticed that the interviewed dermatologists do not 

think about AI in terms like the AI vendors do, i.e. whether 

it is embedded AI or only an image recognition software.  

Initially they used a larger number of terms, but through a 

deeper discussion three distinct roles crystallized, in which 

our participants would think of using AI in medical 

diagnosis, we describe these using three metaphors: (1) a 

tool, (2) an assistant, or (3) a ‘colleague’. 

Although the metaphors are anthropomorphic, we think 

of them more like use patterns.  When AI is regarded a tool, 

all that matters is the sheer processing power, the role of AI 

would be to perform well-structured tasks: 

“I would think of it as a tool that works with image 
recognition that has seen thousands of images.  Thus, it 
can provide a differential diagnosis for me and specific 
probabilities of melanoma.” (Participant O) 

AI as assistant should be taught of along the lines of 

smartphones and such, that “learn” the habits of the user and 

prepare things for them, often without prompt: 

“Sometimes it may help to set up a differential 
diagnosis that may or may not be accepted by the 
doctor.” (Participant H) 

AI as a colleague is primarily about having a discussion with 

someone in order to form an opinion, in this case, a 

diagnosis.  If the physician comes up with a diagnosis and 

‘runs it by the AI colleague’, AI could be very useful in 

determining if the opinion has some major flow, if the 

physician overlooked something, or the opinion can be 

easily refuted.  This is particularly important for those who 

are not completely confident in their diagnosis: 

“The younger, less experienced dermatologists might 
think of AI as a peer colleague, while the most 
experienced ones said they could instead look at it as a 
resident supporting them.” (Participant M) 

It is important to note that melanoma diagnosis is matter of 

life and death, and therefore the action is heavily skewed 

towards the positive (i.e. cancer) judgement: 

“Indeed, if AI said it was a melanoma and I thought of 
it as a naevus or a basalioma, I would go for safety, and 
I would still cut it off.” (Participant E) 

Importantly, none of the interviewed dermatologists thought 

that AI, at least currently, thinks, and they did not engage in 

a fantasy world, they were very much focused on improving 

their diagnosis.  This links closely to the first aggregate 

dimension, the notion of responsibility. 

Who is Responsible? 

Most interviewed physicians expressed a positive attitude 

toward an AI in medicine, but every single one of them 

confirmed that, at the end of the day, it is the physician who 

must take responsibility and make the final decision, based 

on a value judgment, about a diagnosis.  Only one 

participant speculated that perhaps some day AI will be able 

to take responsibility, but the rest firmly rejected even a 

remote future possibility: 

“The AI system can assist but can never become the 
one who makes the final diagnosis.” (Participant E) 

This is not surprising, what we were really interested in was 

the reasoning behind it.  We have found that they were not 

worried about their jobs, they were conscious of the life-

and-death nature of the disgnosis: 

“We need to go for safe, and the final decision about a 
diagnosis will remain the responsibility of the 
physician.” (Participant M) 

If they were worried about something, it was their patients 

and their professional integrity: 

“I could hardly imagine that a patient would accept if I 
told him that the AI systems said this and that…” 
(Participant N) 

They realize that medicine is not only about establishing the 

diagnosis but also about communicating it: 



“My patients want to talk and discuss every little 
detail…” (Participant J) 

We also noticed, that the interviewed dermatologists made 

assumptions about their patients – they did not actually ask 

them if they would be happy with the explanation that an AI 

conjured the diagnosis.  This raises the question if our 

interviewees really thought that their patients would be so 

reluctant to accept AI as a source of diagnosis, or it was them 

who needed to understand – this will be further unpacked in 

the next subsection. 

Understanding how the users think about responsibility is 

not only important for us as researchers, but also to vendors: 

medical doctors are not looking to get rid of their 

responsibilities. 

Can you Explain? 

Unsurprisingly, most of our interviewees suggested that the 

future of diagnosis will be a mix of human mastery and 

artificial intelligence.  In an attempt to understand how they 

envisage this mix, we tried to understand when the 

dermatologists would trust the AI predictions.  It was hardly 

surprising to find that, just like between humans, coming to 

trust AI takes time: 

“Probably the longer I use such an AI tool and 
previously gave me good predictions, the more I could 
rely on that in the next cases.” (Participant D) 

The other aspect of trusting AI is also something be 

expected: explainability.  However, our interviewees did not 

think about explainability in a trivial way.  Before a 

widespread routine implementation of AI, these medical 

experts want to see scientific proof of its validity, and they 

all wanted to get a broad range of detailed information about 

the design, operation, learning, and adaptive capabilities of 

AI in their domain: 

“I doubt I could trust entirely and would use 100% of 
what the AI proposes, but if I knew how the AI tool has 
been designed and who did participate in the design, 
that could increase my trust.” (Participant B) 

Those participants who understood a bit more about how AI 

(specifically ML) worked, expressed more specific 

information requirements regarding AI design: 

“One key factor is knowing that the outcome of each 
diagnosis was looped back into the system, which 
could further train the AI system reliability.” 
(Participant H) 

We note that offering AI to medical experts (and presumably 

any expert in any field) brings explainability to a new level.  

They do not only want to understand how a specific 

prediction has been achieved, many of them realize that this 

may not be possible, as there is too much data processing.  

Instead, they want to understand how AI was set up, how it 

works.  They have a good understanding of science, and they 

want to understand AI on scientific terms. 

Thinking Differently with AI 

Our final aggregate dimension reveals that using AI in 

medical diagnosis will require a new mental model, a new 

way of thinking, about the process of diagnosis.  This new 

mental model needs to incorporate both AI predictions and 

human judgments, where both the dermatologists and the AI 

must learn and adapt to the each other (although, clearly, 

learning means different things for the physicians and for 

AI).  Without involving any AI, the predictions and the 

judgments are all handled as one in the physician’s mind; 

the physician does not distinguish between the preliminary-

diagnosis and the final diagnosis. 

We asked our interviewees to explain the current process 

and how they diagnose melanoma without AI.  They all 

emphasized that a diagnostic procedure is complex, it is not 

just a search for specific patterns and application of rules but 

involves an understanding of the whole picture of a patient 

and translating that into a diagnosis.  One of our participants, 

for instance, noted that even a patient’s anxiety level might 

influence the final judgment of a dermatologist.  They also 

admitted that there are personal preferences, different 

dermatologists diagnose differently:  

“I prefer to check all moles with the macroscopy, 
looking for that specific structure- and color-based 
characteristic of melanoma. I prefer to do this because 
it can cause surprises in both directions, and I might set 
up a different diagnosis if I check first without and then 
with dermatoscopy.” (Participant D) 

Many dermatologists, particularly those at the highest levels 

of mastery, start the examination with their eyes, they pick 

the suspicious moles, and they study these in more depth 

with a dermatoscop. 

“Some moles might cause surprises, and checking with 
my eyes or a dermatoscop might lead to a different 
diagnosis.” (Participant C) 

This is just one example where it can be seen that medics 

use their tacit knowledge, rooted in years of experience.  

They are also very much aware of using tacit knowledge, 

and of the value it may provide.  

When introducing AI into the diagnostic process, not only 

the decision-making process of the diagnosis changes 

entirely, but together with that, it may partially or fully 

change the approach of the dermatologist.  In other words, 

an augmented diagnosis process, featuring AI, will require 

new thinking, working methods, and procedures. 



Discussion 

There are two types of elaborations that we provide here: the 

first is concerned with how our findings fit with the extant 

literature, and the other is about exploring the implications.  

These two aspects of the discussion are intertwined in this 

section; the structure is the same as for the findings. 

Our participants apparently do not need to be convinced 

to give a chance to AI in their diagnostic work – from what 

we gather, this is because they are open to anyting that 

improves the diagnosis, that saves lives.  It is fairly obvious, 

that ML advances can improve diagnostic radiology 

imaging (Choy et al. 2018; Cabitza, Campagner and 

Sconfienza 2021).  Furthermore, a study in Nature found 

that diagnosis can be particularly improved using causal ML 

for rather-rare or very-rare diseases, where the possible 

errors of diagnostics are typically more common and more 

serious (Richens, Lee and Johri 2020).  On the other hand, 

machine learning methods might fail when incorporating 

causal reasoning (Patil, Szolovits and Schwartz; Rizzi 

1994).  Also AI appeared as complimentary to human 

doctors in several studies in the literature, for instance, AI 

performs better on vignette surveys (as opposed to medical 

records and claims) where doctors struggle, while they excel 

in highly contextual diagnosis where AI does not deliver. 

(Veloski et al. 2005; Semigran et al. 2015)  Further research 

will be needed to figure out a more precise delineation of 

suitable tasks (Hoffman and Johnson 2019; Shneiderman 

2020a, 2020b). 

On the Role(s) of AI 

Using AI as a tool, getting its services as an AI-assistant, 

and consulting it for a second opinion are widely diverse 

requirements, and they are unlikely to be delivered by the 

same AI solution.  The various forms of AI to address 

different problem types is a subject for future research. 

Furthermore, the literature suggest that different levels of 

mastery may need different type of AI support (Tschandl et 

al. 2020).  We have found a bit of controversy here: on the 

one hand, less adept diagnosticians would benefit the most 

from AI, on the other hand, the higher the mastery, the better 

the judgement of the input from AI.  Further research will 

be necessary to understand the relationship between the 

levels of master and the suitable type of AI. 

This, combined with the understanding of how 

significantly the process of diagnosis is changing with the 

use of AI, together with Tschandl et al., we suggest that AI 

development must involve the actual users and testing needs 

to happen in the real-world context of the application.  Only 

then it is reasonable to expect human+AI to outperform both 

human and AI (Bulten et al. 2021). 

On Responsibility 

Nowadays there are great debates on whether AI can have 

agency and what this means for responsibility – for instance, 

can AI be responsible?  Although this problem appears 

significant both as a philosophical (Moor 1985; Dennett 

1998; Floridi and Sanders 2004; Anderson 2011; 

Coeckelbergh 2020) and as a practical one (Čerka, Grigienė 

and Sirbikytė 2015; Daly et al. 2020; Moser, den Hond and 

Lindebaum 2021; Balasubramanian, Ye and Xu 2022), in 

our case, it seems that it can be simply resolved: medical 

doctors want to take responsibility.  And, based on our data, 

we believe that this is not because they are worried about 

their jobs – they genuinely believe that this is the right thing 

to do.  Additional implications of the concept of 

responsibility relate to AI design, specifically collaborative 

AI design, we address this in the final part of the discussion. 

On Explainability 

Explainability in AI is usually understood as the possibility 

to understand how a particular decision has been arrived at 

(Samek, Wiegand and Müller 2017; Samek and Müller 

2019).  As in many other areas, there is a high interest in 

explainable AI in the medical field.  As a minimum, clients 

expect transparency and traceability of black-box ML/DL 

models (Holzinger et al. 2019).  However, others suggest 

that one must go beyond explainable AI, because 

explainable medicine requires causality, where causality 

encompasses measurements for the quality of explanations 

(Patil, Szolovits and Schwartz 1981, August; Rizzi 1994; 

Holzinger et al. 2019; Richens, Lee and Johri 2020), it is 

important for human-AI interaction (Bologna and Hayashi 

2017), and medical education, research, and clinical 

decision-making (Holzinger 2018; Holzinger et al. 2019).  

Our study, however, suggests that there is a whole other 

level of AI explainability that medics may be interested in: 

they want to understand the AI that they use.  Not only the 

specific process it performs, but what it is like and how it 

generally does what it does.  They want the science behind 

the AI implementation explained.  

On Thinking Differently with AI 

When professionals at a high level of mastery need to use a 

new tool, they usually only need a crash-course, online 

training, or other short and to the point training that is all 

about the tool.  However, our findings reveal that using AI 

in the diagnosis process is far more complex.  The reason, 

we believe, is that the decision process itself changes 

significantly, and this means that medical doctors (in our 

case) need to unlearn and relearn a highly complex process 

(cf Schön 1975; Argyris 1982, 2005).  This, in a sense, 

complements the previously noted idea that actual users 

need to test AI solutions in real-live application contexts.  

Now, however, we can also see that the users will change as 



the consequence of this process, and the users’ real-life 

experiences should be ‘looped back’ and considered in 

collaborative AI design.  We believe that in supporting 

knowledgeable users with AI, this will become the criterion 

of the minimum viable AI product (cf Davenport and Seseri 

2020). 

Final Commentary 

Our findings help understand what dermatologists, as a 

specific group of knowledge workers, working in a field 

where AI implementations already exist, expect from AI, 

how they would like to use it.  They all agree that the final 

decision is the physician who takes responsibility.  In order 

to be comfortable taking this responsibility, they want to 

understand what AI is, what it does and how it does what it 

does.  They also understand that the current processes are 

not designed to incorporate AI; we need new processes.  The 

future of AI design is collaborative, it will involve medics 

collaborating with AI developers, an essential part of which 

will be looping back the experience of using AI into the 

process design. 
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