Exploiting Unlabeled Data for Feedback Efficient Human Preference based Reinforcement Learning
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Abstract
Preference Based Reinforcement Learning has shown much promise for utilizing human binary feedback on queried trajectory pairs to recover the underlying reward model of the Human in the Loop (HiL). While works have attempted to better utilize the queries made to the human, in this work we make two observations about the unlabeled trajectories collected by the agent and propose two corresponding loss functions that ensure participation of unlabeled trajectories in the reward learning process, and structure the embedding space of the reward model such that it reflects the structure of state space with respect to action distances. We validate the proposed method on one locomotion domain and one robotic manipulation task and compare with the state-of-the-art baseline PEBBLE. We further present an ablation of the proposed loss components across both the domains and find that not only each of the loss components perform better than the baseline, but the synergic combination of the two has much better reward recovery and human feedback sample efficiency.

Introduction
Reinforcement Learning (RL), especially Deep Reinforcement Learning has gained immense popularity with significant leaps in allowing agents to learn complex behaviors, in high dimensional state and action spaces (Mnih et al. 2015; Arulkumaran et al. 2017). However, much of the successes have also been attributed to well specified reward functions which ground the agent’s behavior and subsequent task in the expected manner. As prior works have argued, the specification of low level reward functions for seemingly easy tasks could be quite difficult and may still result in inexplicable and unexpected results (Verma et al. 2019, 2021; Gopalakrishnan, Verma, and Kambhampati 2021a,b) potentially affecting trust between Human-AI (Zahedi et al. 2021, 2022). In recent literature, a potential solution to such issues has been to allow a human in the loop (HiL) to specify their preferences as feedback on queried trajectory pairs (Wilson, Fern, and Tadepalli 2012; Christiano et al. 2017; Verma and Metcalf 2022) instead of feeding hand-designed reward functions to the system.

Recent Preference-based Reinforcement Learning (PbRL) methods like (Lee, Smith, and Abbeel 2021; Park et al. 2022; Verma and Metcalf 2022; Christiano et al. 2017; Soni et al. 2022) can efficiently utilize the queries made to the human in the loop via several key ideas like pre-training (Lee, Smith, and Abbeel 2021), improved query sampling strategy (Lee, Smith, and Abbeel 2021), data augmentation (Park et al. 2022; Guan et al. 2021; Guan, Verma, and Kambhampati 2020), or priors specified over reward function (Verma and Metcalf 2022). In this work, we present a complementary approach by which we can exploit unlabeled trajectories for improved reward recovery of the underlying human reward function. Our method relies on two main observations: the first is that an extremely large population of trajectories lie in the agent’s buffer (collected over training episodes) that are not used in the reward learning process and that the representation space for the reward function being learnt is not reflective of how the state space is structured. Specifically, our first observation reinforces the fact that much of the explored trajectories do not actually participate in the reward learning process and in fact their best change to affect the reward function is once they get sampled and queried to the human in the loop. We posit that this untapped data source can greatly improve reward recovery and reduce the feedback sample complexity. Our second observation notes that the reward function being learnt may not conform to the structure of the state space simply because it doesn’t get exposed to as many data points (in comparison to, say, the policy approximation function). We utilize our observations to improve performance of RL agents in recovering the underlying reward function and learn a good policy by exploiting the rich unlabeled trajectory data. Although works like SURF (Park et al. 2022) have proposed a semi-supervised learning approach to utilize unlabeled trajectory data, they would generate labels for unlabeled trajectories and use these data points as if they were given by the human in the loop. We argue that this is still an indirect way of updating the
reward function via these unlabeled trajectories since all the information about the predicted reward values is lost when providing a hard decision label on which trajectory was preferred. Having said this, the proposed triplet loss, in part, attempts to perform semi-supervised (Zha, Bhambri, and Guan 2021; Park et al. 2022) learning and builds over SURF for PbRL. Finally, empirically we found that our method easily outperforms SURF on both the locomotion and robotic manipulation task.

**Background**

Reinforcement learning allows for agents interacting in an environment $E$ where at each discrete timestep $t$, the agent receives an observation $o_t$ from the environment and chooses an action $a_t$ based on its policy $\pi$. As in conventional RL frameworks we assume that the underlying system is a Markov Decision Process, i.e. the tuple $< S, T, A, R_h, \gamma >$, describing the state space $S$, agent’s action space $A$, the underlying environment transition dynamics $T$, the discount factor $\gamma$ where the agent’s goal is to maximize the return $\sum_{k=0}^{\infty} \gamma^k R_h(s_{t+k}, a_{t+k})$ computed over the reward system $R_h$ in concern. In the preference based reinforcement learning setup we are interested in, the goal of the agent is two fold, first to infer the human’s underlying reward model $\hat{R}_h$ via binary feedback over trajectory pairs and further use the learnt reward model $\hat{R}_h$ to compute a policy $\pi_\phi$ parameterized by $\phi$ to maximize discounted cumulative return over $R_h$.

We utilize the formulation presented in (Wilson, Fern, and Tadepalli 2012) for the preference based reinforcement learning problem where the agent queries the human in the loop with a trajectory pair $\tau_0, \tau_1 = \{(s_k, a_k), (s_{k+1}, a_{k+1}, \cdots, (s_{k+H}, a_{k+H}))\}$ for a binary feedback $y \in \{0, 1\}$ indicating their preferred trajectory. Such feedbacks along with the queried trajectories are stored in a dataset $D_x$ as tuples $(\tau_0, \tau_1, y)$. Following the Bradley Terry model (Bradley and Terry 1952) to compute probability of one trajectory be preferred over another, recent line of works like (Lee, Smith, and Abbeel 2021; Christiano et al. 2017) approximates the human reward function as $R_h$, parameterized by, say, $\psi$, by solving a supervised learning problem where the returns computed over the learnt reward function are higher for trajectories that were preferred by the human in the loop than the returns computed on the non-preferred trajectory. This is done by minimizing the cross-entropy between the predictions and ground truth human labels as follows:

$$
\mathcal{L}_{CE} = - \mathbb{E}_{(\tau_0, \tau_1, y) \sim D} [ y(0) \log P_{\psi}[\tau_0] + y(1) \log P_{\psi}[\tau_1 > \tau_0] ]
$$

(1)

where probabilities $P_{\psi}$ are computed using the approximated reward function $\hat{R}_h$ as :

$$
P_{\psi}[\tau_0 > \tau_1] = \frac{\exp(\sum_t R_h(s^0_t, a^0_t))}{\sum_{i \in \{0, 1\}} \exp(\sum_t R_h(s^i_t, a^i_t))}
$$

(2)

For our experiments we use the PEBBLE (Lee, Smith, and Abbeel 2021) as the backbone, however the proposed work’s implications are not limited to PEBBLE and can be applied to any PbRL method that attempts to approximate the underlying human reward function. In fact, our method is complementary to existing methods that typically improve the agent’s performance or reward recovery by improved query sampling strategy or data augmentation to name a few.

**Method**

We operationalize our observations as mentioned in the Introduction section by utilizing the unlabeled trajectory data and propose a solution to leverage each of the two observations. The Result section shows that these two insights are actually complementary. For our first observation, there exists a rich source of unlabeled data and that it could be helpful to ensure that the reward function being learnt is affected by it, we make the following assumption:

**Assumption 1** A trajectory $\tau$, sampled under a policy $\pi_\phi$, that has not been queried to the human in the loop is assumed to be preferred by the human.

Since there exist a large bank of trajectories that has not been queried to the HiL, Assumption 1 makes a paternalistic choice about which those trajectories would be preferred by the HiL over some other trajectory. Moreover, we can use this assumption to ensure that the reward model can now use these unlabeled trajectories. In contrast to prior works like (Park et al. 2022) that extract labels via learnt reward model over the unlabeled trajectory data, we use our assumption 1 and propose a triplet loss that directly updates the reward model as follows,

$$
L^t(\tau; D_h) = \frac{1}{|D_h|} \sum_{\tau_g \sim D_h} \max(0, ||R(\tau) - R(\tau_g)||^2 - ||R(\tau) - R(\tau_b)|| + m)
$$

(3)

where $m$ is the margin hyperparameter. We overload the notation for reward to reflect the rewards for the trajectory states as a vector, i.e. $R(s) = [R(s_0) \ R(s_1) \ \cdots \ R(s_{T-1}) \ R(s_T)]^T$ for a trajectory $\tau$ of length $T$. $D_x$ is the bank of trajectories sampled by the agent, a common element used by off-policy RL algorithms as the replay buffer. $D_h$ is the dataset of preference labels over the queried trajectory pairs where we use $\tau_g$ to denote the trajectory that was preferred over $\tau_b$. The triplet loss uses the preferred trajectories as the positive samples, the dis-preferred trajectories as the negative sample and the unlabeled trajectory $\tau$ as the anchor.

For our second observation, we propose an action based loss (variants of which have been seen in works like (Venkataramanujam et al. 2019; Eysenbach, Salakhutdinov, and Levine 2019)) for the reward model to impose a soft constraint on the state embedding being learnt by the reward model in an attempt to ensure that the reward model also reflects the structure of state space (with respect to action distances).

**Definition 1** Action distance $A_d$ between two states under some policy $\pi_\phi(s)$ and transition dynamics $T(s, a, s')$ is
given by the expected number of action steps taken to reach a state \( s_2 \) from \( s_1 \).

We propose to enforce such a soft constraint in the embedding space of the reward model, \( R_e(s) \) computes the embedding of the state \( s \), by ensuring that the euclidean distance between the embedding of two states \( s_1 \) and \( s_2 \) reflects the action distance \( A_d(s_1, s_2) \). This can be achieved by minimizing the Mean Squared Error (MSE) between the computed distance in the embedding space and the action distance as follows:

\[
\mathcal{L}^a(D_p) = \frac{1}{|D_p|} \sum_{s_i, s_j, d_y \sim D_p} (||R_e(s_i) - R_e(s_j)||^2 - d_y)^2
\]

where for a \( s_i, s_j \) are pair of states in the dataset \( D_p = (s_i, s_j, d_y) \) which consists of the computed ground truth action distances between them as \( d_y \). What remains is to create this dataset \( D_p \). We utilize the trajectory bank \( D_T \) (and also include trajectories in \( D_h \)) to obtain \( D_p \). The key idea is that since the action distance ground truth that we want is an expectation over number of actions taken to reach \( s_j \) from \( s_i \), we can approximate this action distance by sampling a state \( s_j \) in \( \tau \) where \( j > i, \tau \in D_a \) and use the number of action steps taken in the trajectory from \( s_1 \) to \( s_2 \) as the ground truth distance \( d_y = j - i \). An important note is that the distances \( d_y \) in the dataset \( D_p \) should be from the agent’s current policy \( \pi_\theta \). For off-policy RL algorithms where the replay buffer, \( D_T \), would contain trajectories sampled from a stale policy, we emulate the required behavior of the dataset \( D_p \) by ensuring that only the last \( k \) trajectories added to the dataset \( D_T \) are used to compute \( D_p \).

We finally utilize a linear combination of the two proposed loss functions \( \mathcal{L}^t \), triplet loss, and \( \mathcal{L}^a \), action distance loss, with the cross entropy loss \( \mathcal{L}_{CE} \) (see Section ) to update the reward model as:

\[
\mathcal{L}_{\text{reward}} = \lambda_{CE} \mathcal{L}_{CE}(D_h) + \lambda_t \mathcal{L}^t(D_T) + \lambda_a \mathcal{L}^a(D_p(D_T[k..T]))
\]

where \( \mathcal{L}_{CE} \) is computed over \( D_h \) that contains the queried trajectory pairs with human binary feedbacks (mean over the samples), \( \mathcal{L}^t \) is computed over the unlabeled trajectory buffer (mean over all the trajectories) \( D_T \) and \( \mathcal{L}^a \) is computed over the dataset of state pairs with action distance \( D_p \) (mean over all the tuples) created from the \( k \) most recent trajectories added to \( D_T \).

**Experiments**

We wanted to investigate the following two questions via empirical evaluations:

1. Do the proposed losses improve the existing state of the art in preference based RL in terms of reward recovery, feedback efficiency and performance of the learnt policy?
2. Are the two losses proposed in this work complementary, and more so synergic?

We validated our proposed method via experiments on two domains, of which one is a locomotion task (Quadruped) and the other is a robot manipulation task (Sweep-Into). Recent literature (Lee, Smith, and Abbeel 2021; Park et al. 2022) on Preference-based Reinforcement Learning has showcased results particularly for continuous control tasks like locomotion and robot manipulation. Future work involves more extensive evaluation on other tasks like Walker, Cheetah, Drawer Open, Window Open etc., and further investigation of the method’s benefits on explicit knowledge tasks in discrete action space domains like Montezuma’s Revenge and MS-Pacman.

In order to systematically compare our work with the baselines we use a synthetic oracle that has a fixed reward model for the agent (\( R_{\psi} \)). A good PbRL algorithm should be able to recover this reward model, \( R_{\psi} \), and subsequently a policy learnt on the recovered reward model, \( \pi_{\hat{\theta}} \), when evaluated on the human’s reward model, should yield high expected return. We follow existing literature and assume the environment’s original reward function as the oracle’s underlying ground truth reward model \( R_h \) and provide a feedback label as follows:

\[
y(\tau_0, \tau_1) = \begin{cases} 
0 & \sum_i R_h(\tau_0) > \sum_i R_h(\tau_1) \\
1 & \sum_i R_h(\tau_0) < \sum_i R_h(\tau_1) 
\end{cases}
\]

Note that there can exist a third case in equation 6, where the human has exactly equal preference over the trajectory pairs, and does not occur frequently after a few updates to the reward model. Even though prior works have highlighted the use of soft cross entropy loss (instead of \( \mathcal{L}_{CE} \)) to handle
such situations it is not central to the problem of PbRL with sparse equal preferences over a large number of randomly sampled trajectory pairs, and we do not expect the use of $\mathcal{L}_C^E$ to limit the presented losses $\mathcal{L}_t, \mathcal{L}_a$ and concepts in any way. We do, however, plan to investigate the implications of the proposed techniques when the human in the loop is allowed to mark trajectory queries as equally preferred.

**Implementation Details**

The underlying RL algorithm used to train the policy is SAC (Haarnoja et al. 2018) for baseline PEBBLE and ours. For all our experiments we query feedback over trajectories of a fixed length of 50 and borrow other hyperparameters used for the baseline algorithm, SAC, and (for the hyperparameters that are common) ours from (Lee et al. 2021). We use $\lambda_C^E = 1, \lambda_t = 0.5, \lambda_a = 3$ to ensure that all the computed loss values have a similar scale. To compare with the original baseline results, we set the max feedback threshold to 1000 for Quadruped-Walk and 10000 for Sweep-Into. We use the same architecture for the policy and the reward models as in (Lee, Smith, and Abbeel 2021), and use the penultimate layer in the reward model as the embedding space required by the action distance loss.

**Results**

For both of the environments we compare our method against two baselines, PEBBLE (Lee, Smith, and Abbeel 2021) that follows a similar training paradigm but only uses the Cross Entropy Loss and an RL (SAC) baseline that has access to the underlying ground truth reward $R_h$. Our results for the baseline PEBBLE and SAC performance on these domains can be corroborated as shown by (Park et al. 2022).

For the task of Quadruped-Walk, PEBBLE (see Fig. 2) only achieves performance levels of a success rate of $\sim$400 which is much less than that of our SAC baseline of $\sim$980, in contrast. Our work (Triplet Loss, Ad Loss) performs significantly better than the PEBBLE baseline and reaches performance levels of SAC (even outperforming it for a while, that has potentially been attributed to better exploration in PbRL setups than SAC) with significantly fewer feedback samples. Similar gains are seen for the task of Sweep-Into (see Fig. 1) where PEBBLE utilizes a very high number of feedback samples to show any improvements in the success rate (Fig. 1a) and the return over ground truth reward (Fig. 1b). The combination of triplet loss and action distance loss easily outperforms PEBBLE baseline and reaches a reasonable success rate and return values.

We also compare our results with SURF, and refer the readers to the reported results in (Park et al. 2022) for the locomotion and the robotic manipulation task. In the reported results, for Sweep-Into, SURF performs closely to our baseline PEBBLE and achieves $\sim 75\%$ success rate with the same number of feedbacks compared to almost perfect $100\%$ for our work. Similarly, SURF’s doesn’t show any gains on Quadruped over PEBBLE in their reported results and, as discussed, the learnt policy achieves $50\%$ of the expected return by SAC, whereas as shown in fig. 2, we not only show significant improvement over the baseline but also achieve similar performance as SAC.

**Discussion**

In this work we presented two key observations (and corresponding loss functions) regarding the utilization of unlabeled trajectories for a PbRL agent. We first proposed a triplet loss under the optimistic assumption that an unlabeled trajectory would be preferred by the human, and secondly, our action distance loss function that attempts to structure the embedding space of the reward model being learnt to reflect action distances between state pairs. We show that although these individual losses perform much better than the baseline PbRL and RL (SAC) in terms of reward recovery and human feedback sample efficiency, the synergic combination of these yield a more powerful PbRL agent with low demands of human sample feedback and high performance.

Future work includes a more thorough investigation of the effects of proposed method across diverse locomotion, robotic manipulation as well as explicit knowledge discrete domains. We also intend to perform an extensive evaluation of the effects of several key hyperparameters like the query trajectory length and maximum number of feedbacks to further bolster our claims.
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