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Introduction
Due to the huge domain gap between Low Resolution(LR) Epocha  Epochb  Epochc
and High Resolution(HR) faces and very limited LR faces data Cross Entropy
in the wild, the performance of the Low Resolution Face Rec- F Ea Eﬂ - -
ognition (LRFR) tasks is still poor. However, LRFR tasks are <«——>  Share Weights
again widely seen in real-world scenarios. HR Faces Vb ——  Feed Forward
We dive into the two most important parts in LRFR with such Featune B Forameters
a concise architecture to further reveal the huge potential of Co”tras“ve LOSS I
each: Epocha Epoch b Epoch ¢ tr ot : Loss
«  The Multi-Resolution Augmentation Embeddings
* The Feature Contrast Loss EI F E] — -
With the help of both, we argue our method as a new plain yet _ﬂ_ ﬂ ,ﬂ\, Loss
effective baseline of LRFR. Code is available at: MuteResolution
\https://github.com/hurricanelx/LRFR. Architecture of our method y

The Multi-Resolution Augmentation

We use the synthetic LFW accuracy at different resolu- — 1o = L Hasalink
tions and the backpropagation gradient norm of different 2 as—— = - —— 28 px
models for different resolution inputs to study the impact 2., 09 E T ;‘LEX
of different resolutions on performance. As a result, we § 3 -§15 —— multi
address two critical questions about multi-resolution au- 308 -0-8§ g
gmentation: which resolutions should be augmented and § — baseline | A & o
why they work. The findings are as follows: 5% T e -

* The loss of information increases rapidly as the resolu- £ e Lo E B s

tion decreases. @ —— Multi

» The introduction of some resolutions will make it less o5 4= | | L L e P | L 0.0
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+ The difficulty of samples should be considered as A:

Extremely hard, B:Hard and C:Semi-hard.

With these findings and our experiment results, we propose to combine three different difficulties in training, using three representative resolutions
of 7px, 14px, and 20px for augmentation.
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The Feature Contrast Loss Experiment Results

Due to the huge domain gap between LR and HR domains, the fe- We achieve SOTA results on SCface and XQLFW and balanced
ature contrast loss need to be carefully designed.We thus propose a result on TinyFace.
novel Feature Constrast Loss L1,,4r.p Which incorporates the adva- Methods a2 4| Ave e —— S—————— e
DCR (2018) 733 935 98.0 | 88.27 T
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. NPT-Loss(Res50) (2022) | 85.7 99.1 99.1 | 9463 & — Ours(Res34)-
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alse Positive Rate(FPR)
Also, just like both L; and L, could be generalized as Ly , LiogExp Results on SCface ROC curve on XQLFW and LFW
in general form is:
D
s The ablation study results are as follows:
LLogEmp = log(l + Z(e(ml val)” 1) y
SCface w/o FT . SCface w/o FT
p Methods Vil P R Avg XQLFW | LFW Ratio T 7 e o~ XQLFW | LFW
. . Baseline 403 928 985 772 68.95 99.42 Baseline 403 928 085 77.% 68.05 99.42
Besides the advantages of both L;and Lo, the L1.04Exp function co- M o o0 | g e MAugonly | 670 953 980 868 908 | 9898
uld dynamically adjust the gradient magnitude according to the ratio of e B 0::1 |75 958 983 885 | 8352 | 9905
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