
Contrastive Learning:
• “Similar” data points have close embeddings
• “Dissimilar” data points have their embeddings far apart
• Classification Extension  Supervised Contrastive Learning
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Introduction: Supervised Contrastive Learning

Main Contributions of Temporal-SCL

Temporal-SCL Framework Learns the embedding 
space with following properties:
• Predictive
• Temporally smooth
• Diverse in capturing raw feature heterogeneity

Clustering-based heatmap visualization relating 
the embedding space to both raw features and to 
prediction outcomes.

Experimental Findings:
• Temporal-SCL correctly recovers the underlying ground 

truth embedding structure of a synthetic dataset
• In two real-world clinical datasets, Temporal-SCL 

achieves competitive accuracy compared to various 
baselines

Temporal-SCL Framework:

Related Works:

★ SCL (Khosla et al. 2020)
★ SimCLR (Chen et al., 2020)
★ AC-TPC (Lee and van der Schaar, 2020)
★ BERT-based Transformer (Devlin et al., 2019)
★ Dynamic-DeepHit (Lee et al., 2019)
★ DIPOLE (Ma et al., 2017)
★ RETAIN (Choi et al., 2016)
★ TCLR (Dave et al., 2022)

Conclusion:

• Presented an extension of supervised contrastive learning to handle 
temporal dynamics.

• Utilized nearest neighbor pairing to capture raw feature heterogeneity
• Our pairing method alleviates the need for data augmentation in 

tabular time series data

Future Work: Investigate when and why nearest neighbor pairing works in 
different applications .

Temporal-SCL:
• Extending SCL to incorporate temporal dynamics
• Learning the embedding representation of time series at

individual time step level

Temporal-SCL consists of 3 networks:
• Encoder network (𝑓)  

Map each time step features (snapshots) to an embedding
• Predictor network (𝑔)

Maps the embeddings predicted class probabilities 
• Temporal network (ℎ)

Encouraging temporal smoothness of embeddings

Jointly training the encoder and temporal networks :

• Supervised contrastive loss:

• Temporal-Smoothness loss:

Finding “Similar” Pairs for Temporal-SCL:

Two snapshots are considered “similar” when:
• Share the same classification outcome
• Raw feature vectors are “close to each other”

Sampling approach to find pairs of “similar: 
snapshots  based on nearest neighbor pairing

Synthetic Data Experiment:

Real-World Clinical Data Experiment:

Real-world Clinical Datasets:

MIMIC Dataset (Static Outcome):
• Time series data of septic patients
• 18,354 septic patients
• Observed mortality rate ~20%
• Each time series has a single classification label

ADNI Dataset (Dynamic Outcome):
• Longitudinal data tracking the progression of 

Alzheimer’s disease 
• 11,651 hospital visits from 1,346 patients
• Different classification label at each timestep

Known ground-truth embedding structure:
• The points are all on a 2D circle
• 4 possible time series in the embedding space


